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Abstract of the contribution: We are expecting that the IP based redundancy solution defined by DetNet will be possible to be used by the 3GPP URLLC solutions.
Discussion
The IEEE 802.1 TSN Frame Replication and Elimination for Reliability (IEEE Std 802.1CB) solution was introduced and added as an informational Annex in the previous meeting, so that solutions can refer to and make use of this already standardized feature for Ethernet networks. 

A corresponding solution for IP networks is being discussed in the IETF DetNet working group. The DetNet activity will provide an IP based solution corresponding to the IEEE TSN solution. The work is still heavily ongoing in DetNet, hence no RFC has been published yet; [X], [Y], and [Z] are being currently finalized.
We are providing a brief summary of the IETF DetNet activity for information. We are expecting that the IP based redundancy solution will be possible to be used by the 3GPP URLLC solutions. 
Proposal
The following additions and changes are proposed to TR 23.725.
* * * * Start of Changes NEW* * * *
Annex B:
A summary of the IETF DetNet activity

The IETF Deterministic Networking (DetNet) Working Group focuses on deterministic data paths that operate over Layer 2 bridged and Layer 3 routed segments, where such paths can provide bounds on latency, packet delay variation (jitter), and loss. The Working Group addresses Layer 3 aspects in support of applications requiring deterministic networking. The Working Group collaborates with the IEEE 802.1 Time Sensitive Networking (TSN) Task Group, which is responsible for Layer 2 operations, to define a common architecture for both Layer 2 and Layer 3.
The Working Group initially focuses on solutions for networks that are under a single administrative control or within a closed group of administrative control; these include not only campus-wide networks but also can include private WANs. 

DetNet is concerned solely with worst-case values for the end-to-end latency. The DetNet Quality of Service can be expressed in terms of minimum and maximum end-to-end latency from source to destination, and probability of loss of a packet. Three techniques are used by DetNet to provide these qualities of service:
· Congestion protection. Congestion protection greatly reduces, or even eliminates entirely, packet loss due to output packet congestion within the network. DetNet achieves congestion protection and bounded delivery latency by reserving bandwidth and buffer resources at every hop along the path of the DetNet flow. The actual queuing and shaping mechanisms are typically provided by the underlying subnet layers, e.g., MPLS or Ethernet bridging. For example, the IEEE 802.1 WG has specified (and is specifying) a set of queuing, shaping, and scheduling algorithms that enable each transit node (bridge or router). While these techniques are currently embedded in Ethernet and bridging standards, we can note that they are all, except perhaps for packet preemption, equally applicable to other media than Ethernet, and to routers as well as bridges.

· Explicit routes DetNet includes mechanisms to ensure that fixed paths are provided for DetNet flows. These explicit paths do not normally suffer temporary interruptions caused by the convergence of routing or bridging protocols.
· Service protection, as discussed below. 
After congestion, the most important contributions to packet loss are typically from random media errors and equipment failures. Service protection is the name for the mechanisms used by DetNet to address these losses. Both causes of packet loss can be greatly reduced by spreading the data in a packet over multiple transmissions. Packet replication and elimination is the most capable service protection mechanism for DetNet, and a major point of discussions during DetNet standardization work. It involves four capabilities:
· Providing sequencing information, once, at or near the source, to the packets of a DetNet compound flow. This may be done by adding a sequence number as part of DetNet, or may be inherent in the packet, e.g. in a transport protocol, or associated to other physical properties such as the precise time (and radio channel) of reception of the packet.

· Replicating these packets into multiple DetNet member flows and, typically, sending them along at least two different paths to the destination(s).

· Eliminating duplicated packets. This may be done at any step along the path to save network resources further down, in particular when multiple Replication points exist. But the most common case is to perform this operation at the very edge of the DetNet network, preferably in or near the receiver.
· Re-ordering a DetNet flow's packets that are received out of order.

In the simplest case, this amounts to replicating each packet in a source that has two interfaces, and conveying them through the network, along separate paths, to the similarly dual-homed destinations, that discard the extras. This ensures that one path (with zero congestion loss) remains, even if some intermediate node fails. The sequence numbers can also be used for loss detection and for re-ordering.
Since IP based redundancy solution will be defined by Detnet, it may be considered, as part of the study, possible use of the solutions as relevant for 3GPP architecture. More information on DetNet is available as defined in [Z].
* * * * Next Change * * * *
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* * * * Next Change * * * *
6.1.1
Description

The solution will enable a terminal device to set up two redundant PDU Sessions over the 5G network, so that the network will attempt to make the paths of the two redundant PDU sessions independent whenever that is possible. It is out of scope of this specific 3GPP solution to how to make use of the duplicate paths for redundant traffic delivery end-to-end. It is possible to rely on upper layer protocols, such as the IEEE TSN (Time Sensitive Networking) FRER (Frame Replication and Elimination for Reliability), to manage the replication and elimination of redundant packets/frames over the duplicate paths which can span both the 3GPP segments and possibly fixed network segments as well. Refer to Annex A for more details on how the IEEE TSN solution can make use of two independent networking paths. Other upper layer protocols, including IP based ones such as a DetNet based solution as described in Annex B, can also be possible for redundant packet transmission over multiple paths or for managing a backup path in addition to the active path.
The overall solution is shown in the Figure below. The 3GPP network provides two paths from the device: the first PDU Session spans from the UE via gNB1 to UPF1 acting as the PDU Session Anchor, and the second PDU Session spans from the UE via gNB2 to UPF2 acting as the PDU Session Anchor. Based on these two independent PDU Sessions, two independent paths are set up, which may span even beyond the 3GPP network. In the example shown in the Figure below, we have two paths set up between Host A in the device and Host B, with some (optional) fixed intermediate nodes. The Redundancy Handling Function, RHF entities (out of 3GPP scope) that reside in Host A and Host B make use of the independent paths. The IEEE TSN FRER mentioned above is an example for a RHF. For Host A within the device, the two PDU Sessions appear as different networking interfaces, making the host multi-homed. Note that in the network side, other solutions are also possible, where redundancy spans only up to an intermediate node and not to the endhost.
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Figure 6.1.1-1: High level architecture with single device

This solution is based on the Dual Connectivity feature that is supported both by LTE and NR. The Figure 6.1.1-2 below illustrates the architecture view of the solution. A single UE has user plane connectivity with both a Master gNB (MgNB) and a Secondary gNB (SgNB). The RAN control plane and N1 are handled via the MgNB. The MgNB controls the selection of SgNB and the setup of the dual connectivity feature via the Xn interface. The UE sets up two PDU Sessions, one via MgNB to UPF1 acting as the PDU Session anchor, and another one via SgNB to UPF2 acting as the PDU session anchor. UPF1 and UPF2 connect to the same Data Network (DN), even though the traffic via UPF1 and UPF2 might be routed via different user plane nodes within the DN. UPF1 and UPF2 are controlled by SMF1 and SMF2, respectively, where SMF1 and SMF2 may coincide depending on operator configuration of the SMF selection. (Other 3GPP entities not relevant for this solution are not shown in the figure.)
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Figure 6.1.1-2: Solution architecture

The solution differs from the RAN based PDCP packet duplication function (see TS 38.300 section 16.1.3) which is internal to RAN, and the packet duplication takes place between the UE and the MgNB. In this solution, the redundant paths span the whole system including RAN, CN, and can possibly extend to Data Network beyond 3GPP scope as well.

The solution has a number of assumptions to be applicable.

-
RAN supports dual connectivity, and RAN coverage is sufficient for dual connectivity in the target area.

-
UEs support dual connectivity.

-
The core network UPF deployment is aligned with RAN deployment and supports redundant user plane paths.

-
The underlying transport topology is aligned with the RAN and UPF deployment and supports redundant user plane paths.

-
The physical network topology and geographical distribution of functions also supports the redundant user plane paths to the extent deemed necessary by the operator.

-
The operation of the redundant user plane paths is made sufficiently independent, to the extent deemed necessary by the operator, e.g., independent power supplies.

NOTE:
The redundant network deployment aspects mentioned above are within the responsibility of the operator and are not subject to 3GPP standardization.

The solution comprises the following main components.

-
The UE requests the establishment of a first and a second PDU Session.

-
The SMF determines that the PDU Session establishment is for a redundant PDU Session. This determination may be based on an explicit indication from the UE, or it may be based on network configuration.

-
The SMF also gets information about the identity of the MgNB in the case of the first PDU session, and about the identity of the SgNB (if available) in case of the second PDU session.

-
The UPF is selected based on the identity of the MgNB for the first PDU Session and based on the identity of the SgNB for the second PDU Session, so that the UPF is selected close to the appropriate gNB. The proper operator configuration of the UPF selection can ensure that the paths of the two PDU Sessions are independent. It is up to operator configuration to consider the independence of the paths also in the transport network.

-
The MgNB is informed about the two PDU Sessions which need to be handled redundantly. Based on that indication, the MgNB sets up dual connectivity in such a way that both the MgNB and the SgNB have an independent PDCP entity for handling the two independent user plane paths (i.e. setup of MCG bearer and SCG bearer for MgNB and SgNB, respectively).

Editor's note:
The elaboration of these components and possible further impacts on the entities is FFS.

Editor's note:
The following aspects need further work: Mobility of the UEs, SMF selection, UPF selection and PCC role.

* * * * Next Change * * * *
6.2.1
Description

The solution will enable a terminal device to set up multiple redundant PDU Sessions over the 5G network, so that the network will attempt to make the paths of the multiple redundant PDU sessions independent whenever that is possible. It is out of scope of this specific 3GPP solution to how to make use of the multiple paths for redundant traffic delivery end-to-end. It is possible to rely on upper layer protocols, such as the IEEE TSN (Time Sensitive Networking), to manage the replication and elimination of redundant packets/frames over the multiple paths which can span both the 3GPP segments and possibly fixed network segments as well. Refer to Annex A for more details on how the IEEE TSN solution can make use of the independent networking paths. Other upper layer protocols, including IP based ones such as a DetNet based solution as described in Annex B, can also be possible for redundant packet transmission over multiple paths or for managing a backup path in addition to the active path.
The solution is shown in the Figure below for the case when the terminal device is equipped with two UEs. The first PDU Session spans from the UE1 via gNB1 to UPF1, while the second PDU Session spans from the UE2 via gNB2 to UPF2. Based on these two independent PDU Sessions, two independent paths are set up, which may span even beyond the 3GPP network. In the example shown in the Figure below, we have two paths set up between Host A in the device and Host B, with some (optional) fixed intermediate nodes. The Redundancy Handling Function, RHF entities (out of 3GPP scope) that reside in Host A and Host B make use of the independent paths. The IEEE TSN FRER mentioned above is an example for a RHF. For Host A within the device, the two UEs provide different networking interfaces, making the host redundantly connected. Note that in the network side, other solutions are also possible, where redundancy spans only up to an intermediate node and not to the endhost.
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Figure 6.2.1-1: Solution architecture with two UEs in a host

This solution makes use of the integration of multiple UEs into the device, and assumes a RAN deployment where redundant coverage by multiple gNBs is generally available. Multiple PDU Sessions are set up from the UEs, which use independent RAN (gNB) and CN (UPF) entities. The Figure 6.2.1-2 below illustrates the architecture view of the solution. UE1 and UE2 are connected to gNB1 and gNB2, respectively and UE1 sets up a PDU Session via gNB1 to UPF1, and UE2 sets up a PDU Session via gNB2 to UPF2. UPF1 and UPF2 connect to the same Data Network (DN), even though the traffic via UPF1 and UPF2 might be routed via different user plane nodes within the DN. UPF1 and UPF2 are controlled by SMF1 and SMF2, respectively. (Other 3GPP entities not relevant for this solution are not shown in the figure.)
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Figure 6.2.1-2: Solution architecture mapped into 3GPP

Editor's note:
Whether the RAN node needs to be separate or can be the same gNBx FFS.

The solution has a number of assumptions to be applicable.

-
Terminal devices integrate multiple UEs which can connect to different gNBs independently.

-
RAN coverage is redundant in the target area: it is possible to connect to multiple gNBs from the same location.

-
The core network UPF deployment is aligned with RAN deployment and supports redundant user plane paths.


The underlying transport topology is aligned with the RAN and UPF deployment and supports redundant user plane paths.


The physical network topology and geographical distribution of functions also supports the redundant user plane paths to the extent deemed necessary by the operator.


The operation of the redundant user plane paths is made sufficiently independent, to the extent deemed necessary by the operator, e.g., independent power supplies.

NOTE:
The redundant network deployment aspects mentioned above are within the responsibility of the operator and are not subject to 3GPP standardization.

The solution comprises the following main components.

-
Differentiating the multiple UEs within the same device. This may be based on a pre-configured device identifier that are common for the UEs, or based on a pre-configured indication that identifies the individual UEs within the same device, or based on network subscription or configuration of such information.

-
Selection of different UPFs for the individual UEs within the device. The solution may also apply different control plane entities for the individual UEs within the device, even though this is optional and not necessary for the key issue. This may be achieved by using:

-
different (possibly decorated) DNNs for the individual UEs within the device, or applying different slices for the individual UEs within the device,

-
or selecting different PLMNs for the individual UEs within the device. In this case, how to handle UE mobility and coordination of the two sessions as well as other consequences need to be further investigated.

-
Selection of different gNBs for the individual UEs within the device. This may be based on the UE's different cell selection preferences in idle mode according to different UE configuration, e.g. in case the gNBs are using different frequencies or are otherwise differentiated by system broadcast information. This may also be based on a RAN target cell selection mechanism during handover that prefers the selection of different target gNBs for the individual UEs within the device.

-
The UEs belonging to the same terminal device request the establishment of PDU Sessions that use independent RAN and CN network resources using the mechanisms outlined above

-
The proper operator configuration of the UPF selection can ensure that the path of the PDU Sessions of UE1 and UE2 are independent.

Editor's note:
The elaboration of these components and handling of mobility and possible further impacts on the entities is FFS.

* * * * End of Changes * * * *
3GPP

SA WG2 TD


_1591018872.doc
[image: image1.emf]UE


MgNB


SgNB UPF2


AMF SMF1 SMF2


DN


UPF1


N2


N3


N3


Namf


Nsmf


N6


N6


N4


N4


Xn


Nsmf





_1591018988.doc

[image: image2.png]Swit
ch

Host B

Swit
ch

N/







[image: image1]
_1591018989.doc

[image: image2.png]Namf Nsmf
AMF1 SMF1
————————————— N2 N4
Device :
! N3
UET L gNBf UPF1 Ne
1
1
1
1
1
|
! N3
UE2 i gNB2 UPF2 N6
|
"""""" : N2 N4
AMF2 SMF2
Namf Nsmf

DN







[image: image1]
_1591018871.doc

[image: image2.png]HostA

Fixed
node

Fixed
node

>> Host B







[image: image1]
